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**ABSTRACT –** The Project aims to evaluate the imputed missingness of ICKNNI and CCKNNI. We identified that including some incomplete instances for imputation would provide persuasive unbiased solutions for analysis. This initial report briefly explains the steps and complexity computation of both imputation techniques.

**NOTATION USAGE -** Following standard notations i.e., (input dataset ; instances ; variables &similarly &; missing variables ; observed variables . Let set of complete instances , where is complete instances; set of incomplete instances , where is incomplete instances; ; shortest distance between modified/output dataset .

1. **MAIN STEPS OF COMPLETE CASE K NEAREST NEIGHBOUR IMPUTATION**

**Step-1:** Initialize from and load it to i.e., [1].

**Step-2:** Initialize to and find

; and are observed variables of incomplete and complete instances; ; represents number of observed variables in a instance;

**Step-3:** Find complete nearest neighbour ;

**Step-4:** For ; is number of missing variables in an instance; imputes missing values;

**Step-5:** Imputed values and observed are stored in new instance

;

**Step-6:** is then equated to the variable

since . Finally,

1. **MAIN STEPS OF INCOMPLETE CASE K NEAREST NEIGHBOUR IMPUTATION**

**Step-1:** Initialize from and load it to i.e., ; Compute ; [2]

**Stpe-2:** Compute ; is a set of observed values of all instance. ; is a library that

holds all possible neighbour instances of , later their distances is computed.

**Step-3:** Since holds all instances obviously ; Find

**Step-4:** Find complete nearest neighbour ;

**Step-5:** predicts values of missing one;[1]

**Step-6:** Step-5 and Step-6 of Complete case K nearest neighbour is followed to derive complete dataset.

1. **COMPLEXITY ANALYSIS**

Considering dataset X with records & attributes. The computational complexity of KNN impute method is approximately , assuming . The execution of both cases will be almost similar since they follow KNN procedure. In ICKNNI where maximum percent of missing cases are considered there might be a slightly longer execution is expected while in CCKNNI it’s not. In-reality software empirical analysts use list deletion LD in CCKNNI datasets to avoid biased output which will make the execution time much faster when compared with ICKNNI.
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